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mutation with conditional loss of the Trp53 gene8. Comparison  
of these two cell lines made it possible to model biologically 
important genetic differences among related cell types.

We performed LQ-DGE using 250 to 16,000 cells. Briefly, we 
captured poly(A)+ mRNA from cell lysates on the poly(dT)-coated 
sequencing flow cells. We initiated on-surface cDNA synthesis 
using SuperScript III reverse transcriptase, followed by terminal 
transferase–mediated on-surface guanine (G)-tailing of cDNAs 
covalently attached to surfaces to generate priming sites allowing 
sequencing from the ‘top’ (cDNA 3′ ends) (Fig. 1). We hybridized a 
poly(C) primer to the G-tailed templates, followed by a ‘fill-and-lock’ 
step6. Then we initiated SMS without additional modifications.

To determine the effect of cell quantity on the number of usable 
reads obtained per channel, we performed a titration experiment 
(Fig. 2a). As few as 250 cells generated sufficient usable reads 
for digital gene expression (DGE) profiling (Supplementary 
Fig. 1). The measurements were highly reproducible, as demon-
strated by profiling 1,000 cells, using lysates prepared at separate 
times in two independent runs (Fig. 2b). Our comparison of 
four different commercial cell lysis conditions showed a high 
correlation between transcript counts obtained (r = 0.937–0.946; 
Supplementary Fig. 2). However, these correlations were lower 
than the correlation obtained from profiles generated with the 
same lysis condition, suggesting that the LQ-DGE profiles may 
be slightly dependent on cell-lysis methods.
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Generating reliable expression profiles from minute cell 
quantities is critical for scientific discovery and potential 
clinical applications. Here we present low-quantity digital 
gene expression (LQ-DGE), an amplification-free approach 
involving capture of poly(A)+ RNAs from cellular lysates onto 
poly(dT)-coated sequencing surfaces, followed by on-surface 
reverse transcription and sequencing. We applied LQ-DGE 
to profile malignant and nonmalignant mouse and human 
cells, demonstrating its quantitative power and potential 
applicability to archival specimens.

Recent advances in both cancer and stem cell biology have high-
lighted the biological importance of extraordinarily rare cells 
that may have fundamentally different gene expression patterns 
than surrounding cell types. Although next-generation sequenc-
ing technologies bring unprecedented power to gene expression 
studies, the inability to apply reliable molecular profiling analyses 
to such minimal numbers of cells has proven to be a major limita-
tion of current sequencing-based strategies. Methods developed 
to date rely on multiple sample manipulation and amplification 
steps, which introduce errors and skew the original representa-
tion of the nucleic acid population1–4, rendering these methods 
unsuitable for applications requiring high fidelity.

To profile minute RNA quantities for gene expression patterns, 
we extended the single-molecule sequencing (SMS) technol-
ogy5,6 to establish a low-quantity digital gene expression (LQ-
DGE) application involving direct flow-cell capture of RNA. To 
optimize and test LQ-DGE, we selected two related yet distinct 
cell types: SM25 and 490. SM25 has been derived from a pancre-
atic intraepithelial neoplasia lesion in a genetically engineered 
mouse with pancreas-specific expression of the KrasG12D mutant7.  
Cell line 490 has been established from a malignant pancreatic 
ductal adenocarcinoma (PDAC) lesion, combining the KrasG12D 
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Figure 1 | LQ-DGE template capture, on-surface cDNA synthesis and 
sequencing workflow. After capturing the poly(A)+ RNA on surfaces coated 
with covalently attached poly(dT) primers, natural dNTPs and reverse 
transcriptases are used to synthesize cDNA. Indicated steps are followed 
to obtain cDNA sequence by synthesis (green rectangle).
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To determine the correlation of LQ-DGE with standard DGE 
methods5, we compared DGE profiling of four million 490 cells 
(10 μg of RNA) versus 1,000 cells profiled by LQ-DGE. Using  
LQ-DGE, we identified 8,620 transcripts exhibiting counts ≥10 
transcripts per million reads (t.p.m.) in 490 cells, whereas the 
standard DGE identified 8,801 transcripts with ≥10 t.p.m. The 
two datasets had a positive correlation (Fig. 2c). The rRNA 
sequence amount using DGE profiling was 2–3%, compared to 
0.01–0.02% with LQ-DGE, whereas the fraction of mitochondrial 
sequences was comparable for both methods (2–3%). Some rRNA 
species are in fact polyadenylated9,10, and the ~100-fold lower 
rRNA amounts obtained with the LQ-DGE approach suggest that 
their abundance in standard oligo(dT)-primed DGE assays may 
be due to mispriming events.

We examined the overall sequencing parameters to determine 
whether the modified sample-preparation and sequencing strat-
egy altered the SMS performance. Over 97% of the reads were 
24–60 nucleotides (nt) in length, with a median length of 36 nt 
(Fig. 2d). This length is 3 nt greater than the reported SMS per-
formance involving sequencing of poly(A)-tailed DNA and cDNA 
prepared without on-surface reverse transcription of templates5,6. 
Although we cannot readily determine the underlying mecha-
nism, it is conceivable that the slightly longer read lengths might 
have resulted from the positioning of sequencing-by-synthesis 
steps further away from the flow-cell surface, thus enhancing 
accessibility to enzymes and other components of the SMS chem-
istry. The average error rate was 4.7–5.1% per base, comparable 
for the two techniques.

To determine whether LQ-DGE can be used to profile minute 
quantities of degraded RNA species, we used RNAs from matched 
fresh and formalin-fixed, paraffin-embedded (FFPE) mouse 
PDAC tissue samples8. Analyses of fresh tissue and of FFPE 
tissue revealed 9,617 and 9,849 transcripts exhibiting counts  
≥10 t.p.m., respectively. LQ-DGE profiles revealed strong cor-
relation (r = 0.86; Supplementary Fig. 3) between the fresh and  
FFPE RNA samples, with 84% of genes exhibiting ≤ twofold  
variance between the two specimens. The fraction of reads from 
rRNAs was only 0.03% in the FFPE RNA sample, suggesting that  

LQ-DGE avoids the highly abundant rRNA species. Thus,  
LQ-DGE profiles were largely preserved whether the cell or tissue 
samples were frozen or FFPE. Additional studies are needed to 
determine the effectiveness of using LQ-DGE to identify differ-
ential expression in FFPE samples.

Although LQ-DGE offers an alternative RNA quantitation 
approach that is advantageous for analysis of minute cell quanti-
ties, this method may still suffer from common cDNA synthesis 
artifacts, such as spurious second-strand formation and reverse 
transcriptase–related biases owing to RNA structure. For instance, 
1.5–1.9% of reads mapping to known genes were aligned opposite 
to their known transcription direction (Supplementary Table 1).  
This percentage was lower than the 4.6% obtained with the 
standard DGE approach, and some of these may in fact represent 
bona fide antisense transcription events11. However, given that a 
reverse transcriptase is used for on-surface reverse transcription, 
LQ-DGE may not be strand-specific because a portion of reads 
may contain both first- and second-strand cDNA sequences. The 
reported 1.5–1.9% strandedness of LQ-DGE may be an under-
estimate. We observed no substantial biases originating from 
transcript length and sequencing priming site with LQ-DGE 
(Supplementary Discussion and Supplementary Figs. 4–10). 
We initially selected the SuperScript III reverse transcriptase 
because it is reported to give satisfactory performance for bead-
based on-surface applications4. To test for potential reverse tran-
scriptase–specific effects, we compared the profiles obtained with 
SuperScript III reverse transcriptase to those obtained using HIV 
reverse transcriptase (Supplementary Fig. 11) and observed high 
concordance between the transcript counts obtained using either 
of these enzymes (r = 0.993).

To determine whether LQ-DGE could be used to identify dif-
ferentially expressed genes, we compared profiles of 490 and 
SM25 cells (8,620 and 8,771 transcripts with counts ≥10 t.p.m., 
respectively). We identified 2,088 genes exhibiting both a ≥ two-
fold difference in expression between the two cell types and a 
minimal count of 10 t.p.m in at least one of the cell lines. From 
these, we selected several genes exhibiting differential expres-
sion for validation using quantitative real-time PCR (qRT-PCR) 
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Figure 2 | Throughput, reproducibility and 
counting power of LQ-DGE. (a) Usable read 
yields obtained per channel in two sequencing 
runs for each of 490 and SM25 cells.  
(b) Reproducibility of the approach across 
independent runs on one thousand 490 cells  
(r = 0.991). (c) Expression profiles obtained 
with LQ-DGE analysis of a thousand 490 cells 
were compared to those obtained with the 
standard DGE approach5 performed with  
10 μg of 490 RNA isolated from four million 
cells. The two datasets had high agreement 
(r = 0.901). In b and c, x and y axes indicate 
log10 counts obtained per gene, and log10-
transformed transcript counts were used for 
Pearson correlation calculations. Ribosomal 
and mitochondrial elements were not included 
in the graphs and correlation coefficient 
calculations. (d) Cumulative read length 
distribution of raw, quality filtered and aligned 
reads in a single channel. The mean aligned 
read length was 36 nt.
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and observed high agreement between LQ-DGE and qRT-PCR 
measurements (Supplementary Figs. 12–13). Scanning all dif-
ferentially expressed genes identified by LQ-DGE using gene 
ontology analysis demonstrated significant differences among 
genes implicated in cell-cycle regulation (P = 2.4 × 10−12), cell 
differentiation (P = 2.2 × 10−11) and cellular response to stress  
(P = 8.00 × 10−10), pathways that are consistent with the differ-
ence in tumorigenic properties between these cell types. Thus, 
LQ-DGE can be used to distinguish expression profiles between 
closely related cells, a property that is critical to its application to 
rare cells, such as circulating tumor cells and stem cells.

From a technical standpoint, the ability to minimize input cell 
quantities using LQ-DGE stems from the integration of multiple  
sample-preparation steps. Unlike our other approach for low-
quantity RNA profiling12, LQ-DGE does not require RNA 
isolation or mRNA selection and takes advantage of the higher-
affinity RNA-DNA hybridization kinetics, relative to DNA-DNA, 
allowing poly(A)+ templates to be captured on flow-cell surfaces 
while avoiding RNA species such as rRNA that are undesired in 
DGE-type applications. It also does not involve fragmentation 
or size-selection steps, thus minimizing bias, particularly against 
short transcripts. Because each transcript captured on the surface 
can give rise to only one read, LQ-DGE expression data do not 
require normalization for transcript length or other factors13. 
The absence of manipulation steps known to cause representa-
tional bias, such as ligation, restriction digestion or amplifica-
tion, also minimizes potential artifacts. For instance, duplicate 
reads, a common artifact resulting from amplification, have been 
reported to be 39.7–94.1% of reads obtained with the Illumina 
standard RNA-seq strategy and 6.1–7.2% with an improved RNA-
seq strategy requiring 250 ng of poly(A)+ RNA14. This percent-
age is only 0.01–0.03% with LQ-DGE profiles generated from 
1,000 cells. Finally, as with other sequencing-based approaches, 
LQ-DGE can also be used to identify new transcriptional units 
(Supplementary Fig. 14).

Whereas the traditional SMS approach involves hybridization 
of poly(A)-tailed templates on the flow-cell surface, the LQ-DGE 
cDNAs are synthesized on the flow-cell surface and remain cova-
lently attached. Each cDNA can thus be sequenced multiple times 
by melting away the strands synthesized during sequencing, and 
repeating the poly(C) primer hybridization and ‘fill-and-lock’ 
steps. This resequencing capability can be useful because, with 
the SMS chemistry, only 15–25% of the templates give rise to 
reads that can be aligned back to reference sequences. Such a 
multipass sequencing capability may allow sufficient read depth 
as LQ-DGE is adapted for lower-cell-quantity applications. Our 
proof-of-concept experiment revealed that second-pass sequenc-
ing resulted in threefold lower alignable read yields compared 
to the first-pass sequencing (Supplementary Discussion and 
Supplementary Table 2). The efficiency of the melt step was 82% 
(Supplementary Fig. 15), suggesting that the decrease in aligned 

reads in the second-pass sequencing can be partly explained by 
the inefficiencies of the melting process. Optimizations of this 
resequencing strategy may improve the efficiency of the LQ-DGE 
multipass sequencing.

Although this technology at its present state does not accom-
plish the ultimate goal of reliable single-cell analyses, it raises the 
possibility that improvements in the components of LQ-DGE, 
including flow-cell design, nucleic-acid capture and sequencing 
chemistry, may succeed at this goal, providing new avenues in 
understanding the heterogeneity and dynamics of complex tissues 
and cell populations.

Methods
Methods and any associated references are available in the online 
version of the paper at http://www.nature.com/naturemethods/.

Accession codes. National Center for Biotechnology Information 
(NCBI) Sequence Read Archive: SRA010077.

Note: Supplementary information is available on the Nature Methods website.
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ONLINE METHODS
Sample loading and flow-cell preparation. Mouse SM25 and 
490 cells in quantities indicated in the figures were lysed in the 
lysis buffers of PicoPure RNA Isolation kit (Molecular Devices), 
AmpliGrid Cell Extraction kit (Advalytix), CellsDirect Two-Step 
qRT-PCR kit (Invitrogen) or FastLane Cell cDNA kit (Qiagen) as 
instructed by the manufacturers. The lysates were hybridized in 
a 10 μl volume to Helicos poly(dT)-coated sequencing flow-cell 
channels in 1× SSC, 0.05% SDS at 37 °C for 30 min. First-strand 
cDNA was synthesized with the SuperScript III first-strand cDNA 
synthesis kit (Invitrogen) using manufacturer’s recommendations, 
except no additional primers were added, and the incubation steps 
were modified as follows: 37 °C for 15 min and 55 °C for 45 min. 
After cDNA synthesis, hot water was passed through the chan-
nels to degrade and melt away the RNA strands. Guanine tailing 
was performed using terminal transferase (TdT), adding 500 μM 
guanine in a 20 μl volume in 1× TdT buffer, 2.5 mM CoCl2 and 
20 units of TdT per channel. The reaction took place at 37 °C for 
30 min, followed by 3′ blocking with 100 μM ddGTP and ddATP 
under the same reaction conditions. The 18-nt poly(C) prim-
ers were hybridized at 50 nM in 1× SSC, 0.05% SDS at 55 °C for 
30 min, followed by step-wise ‘fill’ steps with 500 μM cytosine 
and adenine nucleotides with 5 units Klenow fragment (NEB) 
in 1× NEB2 buffer and 20 μl reaction volume per channel. The 
‘lock’ step was then performed with Virtual Terminator (Helicos 
BioSciences Corporation) guanine and thymidine nucleotide 
analogs. Sequencing by synthesis was then initiated using stand-
ard procedures6. For the experiments with the HIV reverse tran-
scriptase, the only step that was altered was the cDNA synthesis 
step, which was performed in 1× HIV reverse transcriptase buffer 
with 150 μM of dNTPs and 10 units of enzyme in 20 μl reaction 
volume. The reaction took place at 42 °C for 30 min followed by 
55 °C for 30 min.

RNA isolation and qRT-PCR validation. For RNA extraction 
from 490, SM25 and human SKBR3 cells, cells were detached from 
cell culture plates by standard trypsinization and centrifuged into 
a pellet. The supernatant was removed and cells were flash-frozen 
in liquid nitrogen. Frozen pellets were then thawed, and cells were 
homogenized using the QIAshredder kit (Qiagen). Total RNA was 
then extracted using the RNeasy Mini kit (Qiagen) and treated 
with on-column DNase I (Qiagen) as instructed. Total RNA  
quantification and quality assessment was done with Nanodrop 
OD260 nm and OD260 nm/280 nm measurements. RNA was then sub-
jected to reverse transcription using the Invitrogen SuperScript III  
First-Strand Synthesis system per protocol. Oligo(dT)20 prim-
ers from the Invitrogen kit were used for reverse transcription, 
and RNase H was used for RNA removal after cDNA synthesis. 
The cDNA was then aliquoted for quantitative PCR at 10 ng per  
reaction. Primers for each gene (Supplementary Tables 3 and 4) 
were obtained from a prevalidated source, PrimerBank (http://
pga.mgh.harvard.edu/primerbank/). The primers were prepped at 
a final concentration of 0.4 μM using Power SYBR Green Master 
Mix per protocol and each condition was done in triplicate. 
qRT-PCR reactions were run and analyzed using the ABI 7500 

Real-Time PCR system (Applied Biosystems). Beta-actin (Actb or 
ACTB) was used as the endogenous control for each cell line.

RNA isolation from tissue samples. The tumor tissue was obtained 
from a PDAC mouse model generated de novo by the pancreas-
specific conditional activation of KrasG12D mutation along with 
conditional loss of the Trp53 tumor suppressor gene8. The tumor 
sample was split in half into a section for FFPE tissue preparation 
following standard protocols and another section for freezing in 
liquid nitrogen. The FFPE tissue block was then sent for sectioning 
at ~5-μm thickness on slides at the Massachusetts General Hospital 
Pathology Core. RNA from the FFPE tumor tissue was isolated with 
the RecoverAll kit (Ambion). RNA from the fresh-frozen tumor 
sample was isolated with the TRIzol reagent (Invitrogen).

Data analysis. Read filtering, alignment (using the IndexDP algo-
rithm) and transcript counting were done as prevously described5. 
The mouse reference used was the MM9 assembly downloaded from 
the University of California Santa Cruz (UCSC) Genome Browser. 
For the whole-genome alignment of reads, the IndexDP alignment 
threshold used was 4.3 (ref. 5). Both LQ-DGE and qRT-PCR data 
were normalized to beta-actin levels for comparison of expression 
levels. Gene ontology analyses were performed with DAVID (data-
base for annotation, visualization and integrated discovery)15.

For each experiment shown in Supplementary Figure 1b, 
transcript counts were divided by total transcripts to yield tran-
script fractions. For each experiment, logs of nonzero transcript 
fractions were sorted from highest to lowest. For each rank (for 
example, highest, second highest and so forth), the logs of the 
nonzero transcript fractions were averaged. A loess model16 was 
fit to the log of the rank versus the averaged log transcript frac-
tions using the R (http://www.r-project.org/) function loess with 
surface parameter set to ‘direct’. The loess model was then used 
to predict transcript fractions for all ranks (that is, for rank 1 
through the total number of transcripts in the transcriptome 
against which the reads were aligned).

For the experiments shown in Supplementary Figure 1c–f, for a 
given number of total counted reads, N, a set of simulated transcript 
counts was produced as follows. For each rank, r, for which the 
loess model above had been used to predict a transcript fraction, fr, 
a count was randomly generated from a binomial random variable 
with probability of success fr and number of trials N. Pairs of these 
simulated transcript count sets were plotted in Supplementary 
Figure 1c,d. For Supplementary Figure 1e, for various N, correla-
tion coefficients were computed for 1,000 pairs and then averaged. 
For Supplementary Figure 1f, ‘present’ transcripts were defined to 
be those for which fr was greater than or equal to 10−5. For each set 
of simulated transcript counts, the detection rate was defined to be 
the fraction of present transcripts for which the simulated count 
was greater than or equal to 10−5 times the total number of counts 
in the set. For various N, the detection rates for 1,000 simulated 
transcript count sets were averaged.

15.	 Dennis, G. et al. Genome Biol. 4, 3 (2003).
16.	 Cleveland, W.S. J. Am. Stat. Assoc. 74, 829–836 (1979).
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